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\( \pi = \pi \) stationary dist. \( \pi \) is the left eigenvector of \( P \) with (left) eigenvalue \( 1 \)
\[ \theta_t^* = (1 - \rho) \theta_{t-1}^* + e_t \]

IID white noise \( N(0, \sigma^2) \)

autoregressive model of order 1: AR(1)

regression model

\[ y_t = \beta_0 + \beta_1 x_t + e_t \]

"regression of \( y \) on \( x \)

autocorrelation plot

\[ \theta \]

\[ \theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6, \theta_7, \theta_8 \]

Act of white noise function

Gaussian

\[ p^2 \]

DIC

1.968

660.116